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We analyse the convergence of kernel regression under minimalistic assumptions on the data and on 
the kernel. To this end, we prove error estimates and convergence rates with respect to the kernel's 
native space norm. Our results are then transferred to multiscale kernel regression. 
  
 


